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The performance of different local density approaches for the calculation of various molec-
ular propertiesis compared among the models themselves, with conventional wavefunction
and perturbation-based schemes, and with experiment, where available. Three test cases are
studied: The molecular quadrupole moment and the atomic charge distribution of the ben-
zene molecule; the geometry, dipole moment and charge distribution of dimethyl sulfoxide;
and the relative energetics of the all-trans, trans-gauche-trans and trans-gauchet-gauche™
conformers of dimethoxy ethane (glyme) and the solvent stabilisation of the trans-gauche-

trans conformation.

I. Introduction

In spite of having been used for decades in
condensed-matter theory, density-functional techniques
have been a niche method in quantum chemistry un-
til very recently. Since a few years, however, they
have become popular for molecular systems, too. Many
techniques of density-functional theory (DFT), espe-
cidly in the local spin-density approximation (LSDA),
have recently become widely available as part of major
guantum-chemistry program packages.

From their first appearance in molecular electronic
structure calculations, LSDA methods have been hailed
assuperior to traditional quantum-chemical methodsin
various ways. they provide molecular geometries with
an accuracy better than Hartree-Fock (HF) and they
are computationally cheaper than even the simplest
correlated methods such as low-order many-body per-
turbation theory (MBPT). At times, they have been
touted as being even faster than HF. However, thisis
probably an effect of features not inherent in DFT, but
of methods used to implement it (basis sets, treatment
of electrostatics, pseudopotentials, etc.). One must,
however, not forget that DFT methods have disadvan-
tages, too: Their usefor electronically excited statesis

problematic, and spin eigenstates are hard to obtain.

A practical disadvantage of DFT methods is, that
while the equations are in principle exact, there issub-
stantial variation in the approximationsused in the de-
scription of electron exchange and correlation. Hence,
there are always many functional formsto choose from,
and it is not clear which functional is most suitable
for which property. As an example: a recent Car-
Parrinello calculation on liquid H,O gave the wrong
density and radial distribution function with a funec-
tional that accounted for both exchange and correla-
tion, but yielded considerably better results with an
exchange-only functionall’). The reasons for this are
not understood.

A practical approach seems to be the only way to
improve the situation. The performance of various den-
sity functional methods has to be benchmarked against
each other and against the conventional methodsof ac-
counting for electron exchange and correlation. This
hasto be done for many different systems and molecular
properties. In this contribution, we have picked three
completely unrelated molecules, which for different rea-
sons are currently of interest in our laboratory2-5. We
have studied them with several local-density methods
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provided in the Gaussian92/DFT packagel®, keeping
the other parameters (basis sets) the same for all cal-
culations. We have also performed HF and MBPT cal-
culations of various order using the same basis, for com-
parison.

IL. Density-functional methods

Just like restricted Hartree-Fock (RHF) theory, the
LSDA vyields a single-determinant wave function if
Kohn-Sham eigenfunctions are used as a representa-
tion. Instead of the RHF expression (closed shell) for
the energyl”]

occ occ oec occ occ
Brp =2 <ihli>+2> Y (ilif)-y_ > (ijlij),
¢ LI )

()
we have the Kohn-Sham (KS)®! expression for the en-
ergy

oec
Ers = ZZi: <ilhli > +% / p—l(f)_—?%ll)drdr’ - Exc.

(2)

Thesummationsextend over all molecular orbitalsi
(here, KS eigenfunctions). The one-electron part (first
term) is identical in both approximations, and so is -
in principle - the Coulomb part (second term). The
different notation only indicates that HF theory uni-
versally evaluates this term exactly by means of the
appropriate sums of two-electron integrals, whereas in
some DFT schemes the Coulomb energy is calculated in
approximate manner (mesh, extra charge fitting basis
sets). The third term in the HF equation is an ex-
act evaluation of the exchange interaction from two-
electron integrals. It isthis term, where the KS equa-
tion differsfundamentally from the HF equation. It has
been shown that thisterm, the exchange-correlation en-
ergy, isafunctional of the electron density, and further,
that the KS equation is exact (in spite of yielding a
single-determinant wave function) if this functional is
evaluated exactly. Unfortunately, thisfunctional is not
known for molecular systems.

If one approximates Ex¢ as in integral over a lo-
cal functional of the density ex¢ = exc[p(r)], one ob-
tains the LSDA. (As an aside. even if the exchange-
correlation functional depends on the gradient of the
density as well as on the density, it still is a local
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functional in a mathematical sense.) Many exchange-
correlation functionals of different parentage have been
devised. We have listed some of the ones availablein
thelatest distribution of the Gaussian program package
(Gaussian92/DFT) in Table 1. They can be roughly
grouped into four classes. Firstly, there are the tradi-
tional approximations to the exchange-correlation en-
ergy (Hartree-Fock-Slater and Xa). The more modern
methods usually employ separate functionals for ex-
change and correlation and use functional forms that
contain the electron density as well as its gradient
for either one or both parts. (Note that in an in-
homogeneous system one cannot strictly separate ex-
change and correlation, and that this labelling re-
flects more the parentage of the functional.) The
second class uses a gradient-corrected exchange func-
tional (Becke) either with no correlation functional or a
non-gradient-corrected correlation functional (BVWN,
BPL). The third and most sophisticated class uses
gradient-corrected functionals for both exchange and
correlation (BVWNS, BLYP, BP86). Finaly, there are
linear combinations of exchange and correlation func-
tionalswith the Hartree-Fock exchangeterm. Here, the
coefficients of the different functionals have been ad-
justed to reproduce experimental properties of a larger
group of molecules. Examples of this fourth type of
method are the "Becke-3" exchange functionals which
can be combined with the non-local Perdew (B3P86) or
LYP functionals (B3LYP).

III. The quadrupole moment and charge distri-
bution of benzene

Static electric moments are a sensitive test of the
charge distribution in a molecule, In addition, from
a wave function, atomic partial charges can be gener-
ated. Atomic charges are not observables and, hence,
there is no quantum-mechanical operator which gen-
erates them. However, they are often needed as force
field parameters in molecular simulation, and a number
of recipes for their calculation has been devised. If one
charges-fitting method and one basis set are used con-
sistently, one can - within limits- compare molecular
charge distributions of different wavefunctions, in spite
of the arbitrariness of the whole procedure of obtaining
molecular charges.
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method exchange?® | correlation® | reference
Hartree-Fock (HF) exact. none 7
HF + many-body perturbation theory (MBPT) | exact depending |7
on the
order of
MBPT
Hartree-Fock-Slater (HFS) local®) none 9
X-alpha (Xo) 0=0.7 local® 9
Becke (HFB) gradient- none 10
A comcted
Becke+VWN (BVWN) gradient- | local® 10, 11
corrected
Becke+Perdew 1980 (BPL) gradient- | local® 10, 12
corrected
Becke+VWNS (BVWNS) gradient- gradient- 10, 11
corrected corrected
Becke t+ Lee-Yang-Parr (BLYP) gradient- gradient- 10, 13
comcted corrected
Becke + Perdew 1986 (BP$6) gradient- gradient- 10, 14
corrected | corrected
Becke T HF + Perdew 1986 (B3P86) gradient- gradient- 10, 14
comcted corrected
Becke + HF + LYP - VWN (B3LYP) gradient- | gradient- 10, 11, 13
corrected corrected

967

Table 1: Level of approximation used for describing electron exchange and correlation in the methods of this work.

a) Note: In the LSDA treatment of inhomogeneous systems, it is not possible to separate strictly the exchange
and correlation contributions. Nonetheless, these terms are being commonly used to label the concepts behind the
derivation of the functional.

b) The attribute "loca" is often employed to denote a functional without gradient corrections, a practice followed
here. In a mathematical sense, all of the functional listed here are local.
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We have performed calculations of the benzene
molecule (D¢, Symmetry, the sixfold axis is in z direc-
tion, Rec =1.4A, Rocy =1.08 A) using the 6-311G**
basis set. The “tight” convergence Criterion was used
throughout. A dense numerical grid in the DFT cal-
culations was used by specifying the INT=FINEGRID
option. Cartesian components of the quadrupole mo-
ment (&, = @y, and Q,) have been obtained analyti-
cally from the wavefunction (HF, DFT, MBPT2) or by
centred differences (higher-order MBPT) using static
external electric quadrupole fields of 0.0001 and 0.0005
atomic units (a.u.). For MBPT2 the finite-difference
and analytical quadrupole moments agreed to all fig-
ures reported here. Because of the symmetry of the
benzene molecule, only one independent spherical com-
ponent of the quadrupole moment can be measured:
0= O,, = ~20s1 = Qoz — Q,[zlzﬂ

Atomic charges were generated by Mulliken popu-
lation analysis and by the Merz-Singh-Kollman elec-
trostatic potential fitting procedurel!®16l: Here, the
atomic charges are adjusted to reproduce the eec-
trostatic potential on a numerical grid which covers
the surface of the molecule. All Merz-Singh-Kollman
charges are averaged over all atoms, since the numeri-
cal grid introduces small deviations from a fully sym-
metric charge distribution. For the traditional ab initio
methods, Mulliken charges have the correct symmetry.
However, for DFT methods, they, too, have to be aver-
aged because the numerical meshes used in solving for
the exchange and correlation potentials cause a minor
distortion of the charge distribution.

The results for benzene are listed in Table 2. We
leaveit to the reader to judge for him/herself the qual-
ity of the various methods. We confine our analysis to
one feature: How well does a given method reproduce
the value obtained using the best available correlated
calculation using the same basis set? The most sensi-
ble parameters to use for comparison are probably the
cartesian components of the quadrupole moment Q,
and @,,: they are well-defined quantities, and are less
susceptible tofortuitous cancellations of errors than the
spherical quadrupole moment O (the fact, that of all
methods, HF reproduces best the experimental O must
be attributed to factors unaccounted for in all of the
present calculations like effects of molecular vibration).
As reference values, we take the MBPT4 quadrupole
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moments and the MBPT2 atomic charges. the soft-
ware in its current state does not alow the determina-
tion of atomic charges at the MBPT4 level. The only
method which brings both the xx and the zz component
of the quadrupole tensor within 0.2 a.u. of the refer-
ente value is MBPT?2 with MBPT3 following suit. The
best density-functional method isBLYP witha@,, de-
viation of 0.465 a.u. In the range of methods that are
closer than 0.7 a.u., wefind methods as different as X«
HFS, HFB, BP86 and B3LYP. We note, that four DFT
methods (BPL, BVWN, BVWN5 and B3P86) perform
even worse than Hartree-Fock.

For the experimentally measurable quadrupole mo-
ment O, only four methods could reproduce the
MBPT4 value to within 0.3 a.u.: MBPT2, MBPTS3,
BP86 and B3LYP, the latter two henefiting from can-
cellation of'errors in the cartesian quadrupole compo-
nents. The other DFT methods follow, their relative
performance being uncorrelated to their degree of so-
phistication.

MBPT?2 atomic charges are reproduced by all meth-
ods to within 0.02 e (Mulliken) and 0.03 e (MSK), and
again there is no particular order among the meth-
ods. It isinteresting to note that HF is both among
the worst performers (Mulliken) and among the best
(MSK). A method that gives close agreement with
MBPT2 charges for both charge-fitting techniques is
B3LYP. En passant, we note that an effective charge
of 0.14 e (for a rigid benzene molecule at the present
geometry) would be consistent with the experimental
value of O.

V. Structureand propertiesof dimethyl sulfox-
ide

Structural parameters of DMSO calculated in vari-
ous approximationsare listed in Table 3 along with ex-
perimental data for the different phases(!8l. After try-
ing afew basis sets at the Hartree-Fock level, we opted
for a 6-311(2d,p) basis set: adding f functions on the
heavy atoms led to no significant structural changes.
The largest changes were a shortening of the SO bond
by 0.0057 A and the SC bonds by 0.0048 A, changes
in CH bond length being of the order of 0.0003 A and
bond angles being virtually identical. Most demanding
computationally, is the SO bond distance which has
been subject to detailed investigations previously!®:2%,
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Table 2: Electrostatic proXerties of the benzene molecule (6-311G** basis, Rce = 14 A, Reg = 108 A).
Quadrupole moments in DA, hydrogen charges in e (3¢ = —¢#), CPU times in seconds on a Silicon Graphics
380 (parallelised version) unless indicated otherwise.

Mulliken

merod | 3% 0% | 0% | ob e Naverags | time(s
HF -31.664 | -31.665 | 40543 |-8.878 | 00999 | 0.1455 820
MBPT2 32257 |-32.257 |-39.904 |-7.647 | 0.0955 |0.1255 18635
MBPT3 32187 |-32.187 |-39.886 |-7.699

MBPT4 32407 |-32.407 |-39.821 |-7.414 267409
HF -31.593 | -31.593 | 40334 |-8.760 | 0.1065 |0.1430 2599
6-311(2df,p) |

MBPT2 -31.910 |-31.910 |-39.755 |-7.845 | 0.1107 |0.1284 89999
6-311(2df,p)

experiment -8.69

[17] 0.51

HFS -32.6498 | -32.6502 | -40.4956 | -7.846 | 0.1159 | 0.1290 642
Xo -31.8603 | -31.8608 | -39.9797 | -8.119 | 0.1197 | 0.1334 715
Becke -33.0737 | -33.0744 | -39.5967 | -6.523 | 0.0663 | 0.1076 648
BPL -32.0408 | -32.0416 | -38.9462 | -6.905 | 0.0754 | 0.1136 569
BVWN -31.8807 |-31.8315 | -38.8452 | -6.964 | 0.076% | 0.1145 632
BVWNS -32.0068 | -32.0075 |-38.9200 |{-6913 | 00752 | 0.1137 634
BLYP -32.2885 | -32.2891 [ -39.3612 | -7.072 | 0.0831 | 0.1164 644
BP86 -31.7551 | -31.7558 [ -39.4459 {-7.690 [ 0.1027 | 0.1262 703
B3LYP -31.8617 | -31.8622 | -39.5351 | -7.673 | 0.0939 0.1260 1028
B3P86 -31.3228 | -31.3233 | -39.5226 | -8.200 | 0.1105 | 0.1344 1186

a) IBM RS6000,/590.
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The MBPT2 method finds a value close to experiment
(gasand liquid). Of all DFT methods, only X «, B3P86
and B3LYP are within 0.006 A of thisvalue. Most DFT
methodsoverestimate this particular bond distance. As
an extreme case, the Becke functional misses wider than
HF, although in different direction.

The experimental SC bond distance, surprisingly is
best reproduced by HF and HFS. Of all DFT meth-
ods, only Xa and B3P86 can compete with MBPT2 in
reliability.

The CH bond distances seem to be non-critical.
They are, in general, well reproduced by all methods
except HF, HFS, Xa and Becke.

Given the scatter of experimental values for the
bond angles, all theoretical methods appear to perform
satisfactorily. HF seems to give the largest CSC bond
angle (97.9 degrees) while the smallest values are pro-
duced by Xa and HFS (94.9 and 94.7 degrees, respec-
tively), with the other methods fallingin between. The
scatter among the theoretical OSC bond anglesis even
smaller.

V. Conformational equilibria of dimethoxy
ethane

Dimethoxy ethane (ethylene glycol dimethyl ether,
glyme, CH3-O-CH,-CH3-O-CHj3) has 9 possible unique
conformations which can be classified by combinations
of trans (~ 180°), gauche® (~ +60°) and gauche™ (~
—60°) orientations of the three dihedral angles COCC,
OCCO, and CCOC. Equilibria among these conform-
ers have been subject of intense theoretical and experi-
mental study (see Ref. 3 and references therein). Of all
conformers, the all-trans (ttt), trans-gauche-trans (tgt)
and the trans-gauchet-gauche™ (tg*tg™) are lowest in
energy. We studied the relative energetics of these con-
formers, as well as that of the trans-to-gauche barrier
(central dihedral OCCO fixed at 120°). In addition, we
have used the self-consistent reaction-field method![?1:22]
in order to estimate solvent effects on the stability of
the tgt conformer (for details, see Ref. 3).

For the comparative calculations, we used the 6-
31G™ basis set in all calculations. Full geometry op-
timisations were carried out for all conformers and
all methods with the following exceptions: (i) for the
trans-gauche barrier the OCCO dihedral was kept at
120°, (ii) for tgt in the reaction- field treatment at
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the MBPT?2 level, the geometry was not reoptimised,
but the MBPT2 geometry obtained without the reac-
tion field was used, (iii) calculations at MBPT orders
higher than 2 and CISD calculations were performed
at the respective MBPT2 geometries. In self-consistent
reaction-field calculations we used a cavity radius of 4.0
A and a dielectric constant ¢ of 80 for the continuum.

If we take the MBPT4 relative energies (Table 5),
where available, as the reference, we find universally
that the method to come closest is MBPT2. Only the
more sophisticated DFT schemes come anywhere near
in all cases. However, most DFT schemes seem t0 per-
form better than HF (and in fact CISD). In general,
the tgt energy is underestimated by all DFT schemes,
the simplest (HFS, Xa) even giving a negative value
(that means tgt islower in energy than ttt), while the
more sophisticated (B3LYP, B3P86) approach the cor-
rect value from below. The energy of the tgtg~ con-
former is predicted most reliably by BP86 and BLYP,
while HFS and X « haveerrors almost as bad as HF, al-
though with a different sign. The trans-gauche barrier
is substantially underestimated by all DFT methods:
Here, B3LYP and B3P86 perform best amongthe DFT
methods (although they are still far from the MBPT
results), whereas HFS and Xa - again - are unreli-
able. From an energetics point of view, one would prefer
methods like BP86, BLY P, B3LYP and B3P86 whereas
HFS and Xa should definitely be shunned along with
HF.

An interesting point is aso the stabilisation of the
tgt conformer by areaction field treatment: None of the
DFT methods comes close to the MBPT?2 result, most
are worse than HF. Inspection of Table 6 reveals the
reason: all DFT methods produce dipole moments for
the tgt conformer which are too low. The magnitude
of the gas-phase dipole moment, on the other hand, is
the most important single quantity to determine the
reaction-field stabilisation.

A further detail worth noting in Table 5 is the fact
that some of the DFT geometries fail to converge, par-
ticularly for the tgtg~ conformation and for the tgt
conformer in a reaction field. In these cases, the geom-
etry optimisation proceeds smoothly until close to the
minimum and then starts to orbit around the minimum
usually jumping between 2-3 geometries. While theen-
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Table 3: Optimised geometries of dimethyl sulfoxide (DMSO) calculated with a 6-311(2d,p) basis sets, all distances

in A, all anglesin degrees.

Rso Rsc | Rcmi | Ro | Rews | %csc | $esc
Experiment (18] o — |
gas 1.485 1.799 96.57 | 106.65
solid 1531 |18 974 1067
liquid 1496 |18 992 | 107.2
MBPT2 14947 |1.8139 [1.0910 |[1.091 [ 1.0894 |9527 |106.53
HF 14665 |[1.7967 |1.0819 |1.0826 |1.0811 |97.93 |[106:31
HFS 15084 {1.8402 |1.1196 |1.1187 | 1.1169 |94.73 | 106.50
Xo. 14905 |1.8128 |1.1054 |1.1044 |1.1028 | 9491 [ 106.47
Becke 1.5353 |1.9281 |1.1083 {1.1095 |1.1077 [9599 |107.27
BPL 15157 |1.8844 |[1.0924 |1.0932 |1.0917 |9599 |107.15
BVWN 15126 |1.8782 |[1.0899 |1.0907 |[1.0892 9595 |107.15
BVWN5 15146 |1.8827 |1.0916 |[1.0925 |1.0909 |9599 |107.14
BLYP 15132 [1.8694 |1.0964 |[1.0970 |[1.0952 |9547 | 10698
BP86 15080 |1.8485 |1.0991 |1.0993 |[1.0977 |[9528 |10693
B3LYP 14949 |[1.8335 |[1.0903 {1.0905 |1.0889 |96.03 | 106.66
B3P86 14891 |{1.8160 |1.0905 |1.0906 |1.0891 [9587 |106.70
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Table 4: Total dipole moment of dimethyl sulfoxide in the gas phase (¢=1) and in the liquid phase (self-consistent
reaction-field treatment with =46 and a cavity radius a=3.7 A; geometries were reoptimised in presence of the
reaction field except for MBPT 2). Also given are the relative change in the dipole moment going from the gas to
the liquid phase, as well asthe reaction field stabilisation energy. All calculation use a 6-311(2d,p) basis. Execution
timesfor one geometry optimisation step using 8 processors of a Silicon Graphics 380 in parallel are given in seconds.

1nfdehvec) 1idehuac) 1 raiIIm fldd CPU timeper
s ‘““_"i' b “‘;’6""’ % l: . gabilisation optimisation
e= & (B change) | 4 3mol) step (s)
Experiment [18] | 3.96
(gas phase)
MBPT2 3.79 4.40 16.0 -9.6(no 19422
geometry
reoptimisation)
HF 432 5.01 16.1 -125 2975
HFS 3.54 425 20.1 -8.7 2488
Xoa 3.62 431 19.1 -9.0 2809
Becke 348 4,20 20.7 -8.4 2982
BPL 3.62 432 19.3 -9.0 2856
BVWN 3.64 433 19.1 9.1 2668
BVWNS 3.62 432 19.3 -9.0 2870
BLYP 3.59 428 19.4 -8.8 3020
BP86 3.63 432 19.2 -9.0 2770
B3LYP 3.81 4.51 18.1 -9.9 3462
B3P86 3.85 453 17.8 -10.0 3518
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Table 5: Relative energies (in kJ /mol with respect to the all-trans conformation ) of dimethoxy ethane conformers:
tgt (gas phase), tgt (solution: self-consistent reaction-field calculation with ¢ = 80 and a cavity radius a=4.0
A), trans-gauche barrier (central dihedral angle O-C-C-O fixed at 120 degrees), tg+g~. Also given is the solvent
stabilisation energy for the tgt conformer. All calculations have been carried out using the 6-31G** basis set. Unless

indicated otherwise, all degrees of freedom were optimised.

tgt .

pompse | S0 | | e |
MBPT4 2.56 12.2 0.0255
(SDTQ)
MBPT4 3.15 12.6 1.17
(SDQ?
MBPT4 3.42 12.8 1.86
(DQ?
MBPT3® | 341 12.7 1.77
MBPT2 231 0.0155 229 12.4 0.0920
CISD? 6.04 15.7 6.41
HF 5.84 4,57 127 157 6.67
HFS -1.46 -2.15 -0.69 8.01 4.36
Xo 111 -1.84 -0.73 8.55 4.15
Becke 1.14 0.784% -0.36Y 9.54 1.69%
BPL 1.72 0.796 -0.92 9.96 1.89
BVWN 1.81 0.879% -0.93% 10.0 191
BVWN5 1.74 0.810” -0.93% 10.0 1.93
BLYP 1.62 0.0136Y | -1.61Y 9.39 0.247
BP86 0.693 0.172 -0.87 9.09 -0.0752
B3LYP 2.09 113 -0.96 109 1.12
B3P86 2.06 1.08 -0.98 10.6 1.12

2) at MBPT2 geometry.

b) geometry optimization not fully converged.
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ergy does not change significantly (so we can take it as
converged and report it in Table 5) none of these con-
figurations satisfies the convergence criteria (average or
maximum residual force). This behaviour might indi-
cate a technical problem in the calculation of gradients
which might lead to calculated gradients not strictly
being derivatives of the calculated energy. This suspi-
cionisfostered by thefact that the problem seemsto be
aggravated in the self-consistent reaction-field method
which requires energy derivatives not only with respect
to atom positions but aso with respect to an external
electric field.

Thefailure of the DFT methods to provide reliable
electric moments has already been mentioned (Table 6.
Average quadrupole moments are only included for the
record; they are too uncertain to be discussed here).
The trend observed for tgt, namely that DFT meth-
ods provide too low dipole moments, continues for the
other conformers. For most conformations of DME,
DFT methods are less reliable than HF. Exceptions are
B3LYP and B3P86 at the barrier conformation, where
they have about the same absolute error as HF, but
with a different sign.

In Table 7, we try to compare the reliability of
the different methods in predicting the geometries of
the various conformers of dimethoxy ethane. Again,
MBPT?2 results are taken as reference (there seems to
be no experimental dataavailable). There isawealth of
geometrical informationin our calculatioiis from which
one can try in many ways to extract the reliability of
the method. We concentrate on the heavy atoms, deem-
ing the geometrical datarelating to hydrogen atomsless
important, at least for our work. We also believethat in
trying to assess the reliability of a metliod one should
not use the average deviation from a reference value,
but the largest deviation found. Therefore we list for
the different types of bonds, bond angles and torsional
angles the largest deviations found in any conformer.
Looking at the data this way, one finds surprising re-
sults: the CO bond length are most reliably reproduced
by methods as different in spirit as BSLYP and HFS,
most other DFT methods are of similar reliability as
HF, and the otherwise very successful BLYP method is
the worst of all, by far. The central CC bond is most
reliably reproduced by B3LYP, B3P86, X« and HF;
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BLYP is again the least reliable method. The COC
bond angle is reliably calculated by all DFT methods
(witli HFS and X a sticking out as particularly good
inethocls): all DFT methods outperform HF. The CCO
bond angles are reproduced by all methods (including
HF) to within a degree. The valuesfor the COCC dihe-
dral arein almost all cases the deviation of the gauche™
outer dihedral of the tgtg~ conformer from its MBPT?2
value. For this dihedral, HF clearly performs worst,
whereas of the DFT methods the simplest (HFS and
Xa) and most sophisticated methods (BLY P, BP86,
B3LYP, B3P86) yield the smallest largest absolute de-
viation, however, with different signs. The central di-
hedral OCCO is again well reproduced by all methods,
witli HFS and X a being most reliable and HF some-
where in the middle. The worst deviation for dipole
moments (where available) is also given. This confirms
our previous discovery that HF is by far the most re-
liable method for this property. The worst deviation
among all cartesian quadrupole tensor elements is also
given, and - without putting too much emphasis on this
property - we note that all methods are of roughly the
same quality.

VI. Summary

Based on tlie benchmark cases reported in this pa-
per, unfortunately, we can make only a few comments
about the use of local-density methodsin molecular cal-
culations.

e For energetic aspects, most LSDA methods pro-
vide results more reliable than Hartree-Fock. Par-
ticularly, the combined functionals B3LYP and
B3P86 appear to be an inexpensive way of im-
proving upon HF estimates.

e For geometries, the picture is mixed: among tlie
reliable methods are not only the sophisticated
ones (B3LYP and B3P86) but aso very simple
ones (HFS and Xa) and - for bond distances -
Hartree-Fock.

¢ We would not rely on any LSDA method for tlie
calculation of electric moments. The least unreli-
able seem to be B3LYP and B3P86.
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Table 6. Static electric moments of dimethoxy ethane, for details of the calculation, see Table 5. Dipole moments

are in debyes, average quadrupole moments (@« T Qyy T @..)/3 arein D A. Also given are the CPU times per
geometry optimisation step of the tg*g~ conformer which has C; symmetry (Silicon Graphics 380, parallelised
version).

transgauche 4 -
barrier e cpu

@ | p || n || || o
MBPT2 -36.64 1444 |-36.07 0.892 |-36.47 1.727 | -37.48 29142

HF 23621 | 1523 |[-3559 10959 |-36.02 | 1.684 "|-3691 |2700
HFS -37.53 | 1128 |-37.12 |0.679 |-3743 |[1.492 [-3831 |2858
Xo -36.76 |1.160 |-3634 [0.704 |-36.64 | 1524 |-37.53 | 2867
Becke -3699 | 1252 |-3652 {0.775 |-36.86 not converged

BPL -36.06 |1.300 |-3556 0809 |-3591 | 1425 |-3677 |4349

BVWN 3691 | 1309 |-3541 [0817 |-3576 |1.435 |-36.63 |4025
BVWN35 -36.03 {1304 |-3552 [0812 [-35.87 |1.425 |-36.73 |4021

BLYP -3644 1256 |-3586 |0.775 |-36.30 nt converged

BP86 -36.32 | 1256 {-3597 [0775 [-3619 |1491 (-37.07 {5115
B3LYP -36.19 11334 |-3568 |0.828 [-36.04 | 1552 |-36.94 {4904
B3P86 -3698 | 1342 |-3547 10830 |-3583 |1582 (-36.74 {4677

Table 7: “Worst” deviation of calculated geometrical and electrostatic parameters from the reference value
(MBPT2). For example, the values under R, designate the largest deviation from the MBPT2 value of all CO
bond lengths in all conformers of dimethoxy ethane studied here (ttt, tgt(gas phase), tgt(solvent), trans-gauche
barrier and tgtg~). Deviations are in A (bond distance R), in degrees (bond angles ¢ and dihedral angles 7),
debyes (total dipole moment ), and in DA (any component of the cartesian quadrupole tensor Q). For details of
the calculations, see Table 5.

Rco Rec | 9coc | 9cco | Tcocc | Tocco B Qup
HF -0.0234 10.0044 292 097 127 -2.18 0.080 1099 -
HFS -0.0044 | 0.0133 -0.14 1093 1.94 -0.70 -0.315 |-1.92
Xa -0.0223 | -0.0065 |0.34 1.08 1.90 -1.08 -0.284 | -1.10
Becke? 0.0438 0.0503 145 0.96 -3.66 2.89 -0.192 | -095
BPL 0.0225 |0.0276 |1.53 0.91 -3.94 297 -0.302 1098

BVWN® 100197 {00242 |[155 [095 |-3.77 |3.08 -0.292 | 1.10
BVWN5® 100212 }00266 |157 094 |402 |3.04 0302 | 111
BLYP® 01148 [-00776 |096 1085 |-2.34 |2.53 0.187 |0.75

BP86 0.0153 |0.0193 {102 [081 [-123 2.22 -0.236 10.90
B3LYP -0.0052 {0.0091 |144 085 |}-223 1.75 -0.175 ] 0.79
B3P86 -0.0125 100021 (097 (093 |(-1.66 1.94 -0.146 |-1.31

a) The geometries of some conformers are not completely converged, see Table 5. Those conformations are not part
of this compilation.
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e The use of LSDA methods in connection with the

self-consistent reaction-field method is question-
able, because either the permanent dipole mo-
ments are off (as for dimethoxy ethane) or the
dipole moments induced by the reaction field are
wrong (as for dimethyl sulfoxide) which is most
likely due to the dipole polarisabilities being in-
correct, too. (Although we have not yet calculated
polarisabilities using DFT methods.)

While most DFT methods require CPU times of
a similar order of magnitude (within a factor of
2 or s0) as HF, they are significantly faster than
conventional post-HF methods. However, in ge-
ometry optimisations we found that some DFT
methods convergeso dowly (or not at al) that the
relative speed for a single configuration (which is
reported in our tables) is partly off-set by the need
to perform many more optimisation steps (30-50
vs. half adozen for MBPT2). Thisfeature might,
however, be implementation-dependent.

There is no method that we can wholeheartedly
recommend for all types o molecules, basis sets
and properties. In some cases, LSDA method
show a terrific performance when compared to
conventional moderately-correlated methods such
as MBPT2, in other cases they are unacceptable.
Hence, the probing will have to continue. Mean-
while, we will use LSDA methods only for systems
for which MBPT calculations aretotally out of the
question, not if it is just a matter of convenience.
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